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Abstract

Self-disclosure is a key social strategy
employed in conversation to build rela-
tions and increase conversational depth. It
has been heavily studied in psychology
and linguistic literature, particularly for
its ability to induce self-disclosure from
the recipient, a phenomena known as reci-
procity. However, we know little about
how self-disclosure manifests in conver-
sation with automated dialog systems, es-
pecially as any self-disclosure on the part
of a dialog system is patently disingenu-
ous. In this work, we run a large-scale
quantitative analysis on the effect of self-
disclosure by analyzing interactions be-
tween real-world users and a spoken di-
alog system in the context of social con-
versation. We find that indicators of reci-
procity occur even in human-machine di-
alog, with far-reaching implications for
chatbots in a variety of domains including
education, negotiation and social dialog.

1 Introduction

Humans employ different strategies during a con-
versation in pursuit of their social goals (Tracy
and Coupland, 1990). The contributions to a con-
versation can be categorized as those which serve
propositional functions by adding new informa-
tion to the dialog, those which serve interactional
functions by driving the interaction and those
which serve interpersonal functions, by building
up the relationship between the involved parties.
When fulfilling interpersonal functions, people ei-
ther consciously or sub-consciously employ social
conversational strategies in order to connect and
build relationships with each other (Laurenceau
et al., 1998; Won-Doornink, 1985). This feeling of

M: How is it going?
H: Not bad not bad.
M: Oh! Thats great. I had a great day 
too. Yeah, I've just been chilling all 
day and catching up with my friends. 
They just got married. What about 
you? Anything special that I should 
know of?
H: Well I went to see a play today, I 
quite enjoyed it.
M: You know, I spent all my weekend 
watching T.V. . I am obsessed with 
this show.
H: What show?

Figure 1: Excerpt dialog from conversation be-
tween a user and our dialog agent1. H represents
user utterance and M represents machine dialog.

rapport, of connecting and having common ground
with another human being is one of the fundamen-
tal aspects of good human conversation. Maintain-
ing conversational harmony has shown to be effec-
tive in several domains such as education (Ogan
et al., 2012; Sinha and Cassell, 2015a,b; Frisby
and Martin, 2010; Zhao et al., 2016) and nego-
tiation (Drolet and Morris, 2000; Nadler, 2003,
2004).

Self-disclosure is the conversational act of dis-
closing information about oneself to others. We
consider the definition of self-disclosure within
the theoretical framework of social penetration
theory, where it is defined as the voluntary sharing
of opinions, thoughts, beliefs, experiences, pref-
erences, values and personal history (Altman and
Taylor, 1973). The effect of self-disclosure has
been well-studied in the psychology community,
in particular it’s ability to induce reciprocity in
dyadic interaction (Jourard, 1971; Derlega et al.,

1Real interaction data withheld for confidentiality. Con-
versation data shown here is not real interaction data but fol-
lows similar patterns.
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1973). Several studies have shown that self-
disclosure reciprocity characterizes initial social
interactions between people (Ehrlich and Graeven,
1971; Sprecher and Hendrick, 2004) and further,
that disclosure promotes disclosure (Dindia et al.,
2002).

This brings us to a natural question: how does
such behavior manifest itself in interactions with
dialog systems? A subtle but crucial aspect is that
humans are aware that machines do not have feel-
ings or experiences of their own, so any attempt at
self-disclosure on the part of the machine is inher-
ently disingenuous. However, Nass et al. (1994)
suggests that humans tend to view computers as
social actors, and interact with them in much the
same way they do with humans. Disclosure reci-
procity in such a setting would have far-reaching
implications for dialog systems which aim to elicit
information from the user in order to offer more
personalized experiences for example, or to bet-
ter achieve task completion (Bickmore and Cas-
sell, 2001; Bickmore and Picard, 2005; Goldstein
and Benassi, 1994; Lee and Choi, 2017).

In this work, we study this phenomena by build-
ing an open-domain chatbot (§3) which engages
in social conversation with hundreds of Amazon
Alexa users (Figure 1.), and gains insights into two
aspects of human-machine self-disclosure. First,
self-disclosure by the dialog agent is strongly cor-
related with instances of self-disclosure by the
user indicating disclosure reciprocity in interac-
tions with spoken dialog systems (§4.1). Second,
initial self-disclosure by the user can characterize
user behavior throughout the conversation (§4.2).
We additionally study the effect of self-disclosure
and likability, but find no reliable linear relation-
ship with the amount of self-disclosure in the con-
versation (§4.3). To the best of our knowledge, this
work is the first large-scale study of reciprocity
and self-disclosure between users in the real world
and spoken dialog systems.

2 Background

Self-disclosure as a social phenomena is the act of
revealing information about oneself to others. It
has been of particular interest to study what factors
makes humans self-disclose (Miller et al., 1983;
Dindia and Allen, 1992; Hill and Stull, 1987;
Buhrmester and Prager, 1995; Stokes, 1987; Qian
and Scott, 2007; Jourard and Friedman, 1970; Ko
and Kuo, 2009), how do they do it (Chen, 1995;

Greene et al., 2006; Chelune, 1975; Sprecher and
Hendrick, 2004) and what are the effects of self-
disclosing (Gibbs et al., 2006; Mazer et al., 2009;
Forest and Wood, 2012; Turner et al., 2007; Knox
et al., 1997; Vittengl and Holt, 2000).

One such effect is disclosure reciprocity, which
has been shown to be one of the most signif-
icant effects of self-disclosure (Jourard, 1971).
Reciprocity is the phenomenon by which self-
disclosure by one participant in a dyadic social in-
teraction results in self-disclosure from the other
participant in response. A substantial amount
of research has shown that when one party self-
discloses, the other party is much more likely to
self-disclose (Jourard, 1971; Jourard and Fried-
man, 1970; Dindia et al., 2002; Derlega et al.,
1973). While the exact cause of this phenom-
ena is not known, it has been suggested that self-
disclosure can be viewed as a social exchange,
where the party receiving self-disclosure feels ob-
ligated to self-disclose in return (Archer, 1979),
or as a social conversational norm (Derlega et al.,
1993), or from the point of view of social trust-
attraction (Vittengl and Holt, 2000) where people
self-disclose to people who disclose to them, as
they consider self-disclosure to be a sign of trust
and liking. Additionally, Sprecher and Hendrick
(2004) find that people who consider themselves
to be high self-disclosers are likely to be much
better at eliciting self-disclosure as well. Derlega
et al. (1973) observe that self-disclosure is a pos-
itive function of self-disclosure received, regard-
less of liking for the initial discloser. Mikulincer
and Nachshon (1991) analyze personality types
and self-disclosure, and find that secure people
are more likely to both self-disclose and recipro-
cate self-disclosure. Cozby (1972) study the rela-
tionship between disclosure and liking and suggest
that this relationship is not linear. In this work, we
attempt to combine these perspectives to gain in-
sights into the nature of self-disclosure in human-
machine dialog.

3 Identifying Self-Disclosure

3.1 Coding Self Disclosure

In this work, we consider the definition of self-
disclosure within the theoretical framework of so-
cial penetration theory (Altman and Taylor, 1973)
where it is defined to be the voluntary sharing of
information which could include amongst other
things one’s personal history, thoughts, opinions,
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Self-Disclosure 
1) M: Good to hear! Is it anything special today? 
H: Nothing much, I am just going down to the lake 
with my dogs today 
2) M: Have you seen the movie Arrival? 
H: Oh my god, yes i have it’s my favorite movie

No Self-Disclosure 
1) M: Good to hear! Is it anything special today? 
H: Not really 
2) M: Have you seen the movie Arrival? 
H: Yeah I did I did see Arrival 

Figure 2: Examples of self-disclosing user responses as well as responses when the user does not self-
disclose 2.

beliefs, feelings, preferences, attitudes, aspira-
tions, likes, dislikes and favorites. In a human-
machine context, we define self-disclosure as the
conversational act of revealing aspects of oneself
voluntarily, which would otherwise not be possi-
ble to be known by the dialog system. A general
rule-of-thumb we follow is, self-disclosure is pro-
portional to the amount of extraneous information
that is added to a conversation. For example, we
do not identify a direct response to a question as
self-disclosure as it is not strictly voluntary. We
show examples of our definition of human self-
disclosure and non-disclosure in the context of our
dialog system in Figure. 2.

3.2 Dataset Preparation
The data for this study was collected by hav-
ing users from the real-world interact with our
open-domain dialog agent. The dialog agent was
hosted on Amazon Alexa devices as part of the
AlexaPrize competition (Ram et al., 2018) and
was one of sixteen socialbots that could be invoked
by any user within the United States through the
command ‘Let’s chat!’. The users that interacted
with our socialbot were randomly chosen, and did
not know which of the sixteen systems they were
interacting with. Users who interacted with our
bot over a span of three days (N=1507) were ran-
domly assigned to two groups: one received a bot
that self-disclosed at high depth from the begin-
ning of the conversation while the other group in-
teracted with a socialbot that self-disclosed only
later about superficial topics like movies and TV
shows. At the end, both socialbots engaged in
free-form conversation with the user, where the
initiative of the interaction was on the user and
both bots were free to self-disclose at any depth.
The users were also free to end the interaction
at any time, and thus had no motivation for con-
tinuing the conversation besides their own enter-

2Not real interaction data, however very similar to actual
utterances found in the interaction data

tainment. To control the direction of the conver-
sation and bot utterance, we utilize a finite state
transducer-based dialog system that chats with
the user about movies and TV shows, as well as
plays games and supports open-domain conversa-
tion (Prabhumoye et al., 2017). State transitions
are decided based on sentiment analysis of user ut-
terances, in order to gauge interest in a particular
topic. Initially the dialog system takes initiative
in the conversation and steers the topic of discus-
sion, however later there is a handoff to the user
whereby the user can determine the focus of the
conversation. In this way, the socialbot leads the
user through the following topics, conditioned on
user interest as shown in Figure 3:
Greeting : In this phase, our dialog agent greets
the user and asks them about their day. The bot
which performs high self-disclosure initially also
responds with information about it’s day and a per-
sonal anecdote.
TV Shows: The next phase involves chit chat about
popular TV shows. The dialog agent asks the user
if they are an enthusiast of a recent popular TV
show and moves on to the next phase of the con-
versation if they aren’t.
Movie: In this phase, the dialog agent attempts
to engage the user in conversations about movies,
asking them if they have seen any of the recent
ones.
Word Game: In this phase, the dialog agent re-
quests the user to play a word game. Participation
in the game is completely optional and the user
can move on to the next phase by stating that they
do not wish to play.
CQA: The last phase supports uninhibited free-
form conversation. The initiative of the exchange
is now on the user and conversation is stateless.
The dialog system response is determined by a
retrieval model. For each utterance, the social-
bot attempts to retrieve the most relevant response
from the Yahoo L6 dataset (yl6, 2017), a dataset
containing approximately 4 million questions and
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Figure 3: Topic FST for Conversation

their corresponding answers from the Community
Question-Answering (CQA) website, Yahoo An-
swers 3.

The users were then allowed to rate the inter-
action on a scale of 1-5, based on the question
‘Would you interact with this socialbot again?’.
319 users rated the socialbot (Group 1) and 1507
users interacted with our system in total (Group 2).
Following this, to preserve confidentiality of the
interaction data, one annotator annotated all turns
of conversation from Group 1 for self-disclosure.
Annotator reliability was determined by calculat-
ing inter-annotator agreement from three exter-
nal annotators on a carefully prepared anonymized
subset of the data amounting to 62 interactions
comprising of over 816 turns. The Fleiss’ kappa
from the four annotators was 63.8, indicating sub-
stantial agreement. Atleast two of three annota-
tors agreed on 93.6% of the reference annotations.
The full dataset contains a total of 319 conversa-
tions, spanning 10751 conversational turns. Out of
the 5216 human dialog utterances, 13.8% featured
some form of self-disclosure.

Since our agent is a spoken dialog system in
the real world there is some amount of noise in
the dataset caused due to ASR errors. To estimate
this, we randomly sample 100 utterances from the
dataset and annotate these utterances for whether
they contained an ASR mistake, and if the sen-
tence meaning was still apparent either from con-
text or from the utterance itself. We find that at
least one ASR error occurs in 13% of user utter-
ances, but 46.1% of utterances with ASR mistakes
can still be understood. Since our dialog agent re-
lies on sentiment-based FST transitions during the
initial stages of the conversation, we also analyze
the rate of false transitions in the data. We ran-
domly sample 100 utterances from across choice
points of all conversations and find that 11% of
them consisted of incorrect responses, either due
to mistakes in sentiment analysis or due to nu-

3answers.yahoo.com

ance in the user utterances which rendered a re-
sponse from the dialog agent unusable. Finally,
we analyze how many users had multiple interac-
tions with our dialog agent during the course of
our study. This is relevant as user behavior during
a second interaction with the system might differ
from initial interaction. Users are identifiable only
by an anonymized hash key provided by Amazon
along with the conversation data. We find that out
of 316 users who interacted with our dialog agent
and left a rating, only 3 interacted with our agent
twice and none of them interacted with our agent
more than two times, largely allowing us to disre-
gard this effect.

3.3 Feature Space Design

We utilize the annotations of 319 conversations to
train and evaluate a Machine Learning model to
identify user self-disclosure. We categorize the
features for this model at two levels, utterance-
level features wherein the user utterance is taken
standalone and analyzed for self-disclosure and
conversational-level features which consider the
utterance in context of the current conversation.

3.3.1 Utterance Features
This represents a class of features that only con-
sider the current utterance. These include-

1. Bag-of-words Features TF-IDF features
from the user utterance.

2. Linguistic Style Features This class of fea-
tures attempts to characterize the linguis-
tic style of user utterances, including lexi-
cal choices that might be indicative of self-
disclosure (Doell, 2013). These include- i)
Length of the user utterance, ii) Presence
of negation words, iii) Part-of-speech tags
such as nouns and adjectives in the user ut-
terance in order to represent users reveal-
ing emotion or discussing topics, iv) Pres-
ence of filler words in utterance, v) Number
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of named entities in the utterance, vi) Gaze-
teer features based on common responses to
questions asked by our dialog system, in-
dicative of conversational responses as well
as strongly positive, negative or neutral re-
sponses 4.

3. LIWC Features i) Studies have shown
(Sparrevohn and Rapee, 2009) that people
who self-disclose tend to use words that re-
veal strong emotion. Thus, we include fea-
tures to represent words from affect rele-
vant categories of LIWC (Pennebaker et al.,
2015), such as anger, anxiety, sadness, pos-
itive emotion or negative emotion, ii) num-
ber of personal pronouns, first person sin-
gular pronouns, first person plural pronouns,
second person pronouns, third person plural
pronouns, third person singular pronouns, iii)
Additionally, users self-disclosing incidents
from their personal lives tend to discuss their
social settings. Thus, we use relationship
words related to the family and friends cat-
egories from LIWC.

3.3.2 Conversation Features

These features are broadly based on dialog struc-
ture or the language-based features from local con-
versational context. These include i) TF-IDF fea-
tures from the user utterance concatenated with the
bot utterance5, to help capture the difference be-
tween direct responses to questions and voluntary
self-disclosure, ii) dialog system self-disclosing in
previous turn, iii) dialog system asking a question
in the previous turn, iv) Amount of word overlap
with previous machine utterance, which is defined
as the number of words that overlap with the pre-
vious dialog system utterance normalized by the
length of the dialog system utterance, v) Number
of content words6 that overlap with previous ma-
chine utterance.

4Includes phrases such as ”I’m fine”, ”I’m ok”, ”I’m
good”, ”I’m doing ok”, ”I’m doing good”, ”how are you”
for conversational responses, ”delightful”, ”favorite”, ”amaz-
ing”, ”awesome”, ”fantastic”, ”brilliant”, ”the best”, ”re-
ally great” etc. for strongly positive, ”boring”, ”tired”,
”bored”, ”sad”, ”lonely”, ”disgusting”, ”hate”,”awful” etc.
for strongly negative and ”rain”, ”summer”, ”winter”, ”cold”,
”wind” etc. for strongly neutral (as users tend to discuss
weather while making small talk).

5Each word of the bot utterance is encapsulated within a
<bot></bot> tag

6where we determine content words following the usual
definition of nouns, main verbs, adjectives and adverbs.

Model Accuracy Precision Recall F1
First Person 86.6% 68.0% 6.0% 10.9%

Utterance
Features

89.8% 69.8% 46.5% 55.5%

Utterance +
Conversation
Features

91.7% 74.4% 60.5% 66.67%

Table 1: Classification performance(%) of mod-
els at identifying user utterances to contain self-
disclosure.

Figure 4: Ablation Study for Conversation Fea-
tures.

3.4 Results of Identification

The combination of the three categories of features
results in a 234-dimensional vector which acts as
input to an SVM with a linear kernel. We utilize
truncated SVD with 100 components for dimen-
sionality reduction of all bag-of-words based fea-
ture classes. We compare against two baselines,
the first is a baseline consisting of only personal
voiced features (including all LIWC features) and
the second attempts to classify self-disclosure in-
dependent of dialog context (only conditioned on
the current user utterance). We perform 10-fold
cross validation and describe our results in Ta-
ble. 1. We observe that considering user utter-
ances in context of the conversation considerably
improves our ability to predict self-disclosure. To
perform more detailed error analysis on a larger
test set, we randomly sample 1044 utterances from
5216 utterances to be a held-out test set. This test
set consists of 134 utterances of self-disclosure.
Our classifier achieves an accuracy of 93.4% at
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recognizing self-disclosure on this test set, with
a F1-score of 72.7% (Precision: 77.3%, Recall:
68.6%). The test distribution contains 12.8% ex-
amples of self-disclosure and 87.2% examples of
no disclosure. We further perform an ablation
study of each dialog-context feature as shown in
Figure 4. We observe that considering the word in
the context of the machine utterance is most help-
ful in identifying self-disclosure, indicating pos-
sibly that it helps us capture the notion of self-
disclosure being a voluntary phenomena whereby
the user reveals information about himself or her-
self, by separating instances of direct answers to
questions from turns where users disclose more
than what is asked. We next conduct a careful
manual error analysis of the mistakes made by our
classifier, in an attempt to identify what cases are
particularly hard or ambiguous. We observe that
85% of user turns which our model wrongly la-
beled as containing self-disclosure had personal
pronouns, suggesting that our model considers
these as a very strong signal for self-disclosure.
However many of these utterances were in fact di-
rect responses to questions, or questions to the bot
itself prefaced with a personal pronoun, and thus
not really instances of self-disclosure. 25.9% of
the mistakes were not well-formed or meaning-
ful sentences, possibly due to ASR errors, speech
disfluencies or user phrasing. We also examine
the user turns our model failed to predict as being
self-disclosure. 19.5% of these mistakes were not
well-formed sentences and 12.1% were statements
about the bots performance. A further 21.9% of
errors contained rare words which might not have
been seen before in the training data along with an
absence of the linguistic markers of self-disclosure
identified by us (for example, M: Anything special
today? H: Really wanna grab a smoke). In the
future, real world knowledge and a larger amount
of training data might help mitigate some of these
error classes.

4 Effect of Self-Disclosure

4.1 Reciprocity

We analyze common markers of reciprocity
(Jourard and Jaffe, 1970; Harper and Harper,
2006), such as the usage of personal pronouns,
word overlap with the previous sentence (normal-
ized by length of previous utterance) and average
user utterance length between two groups of users-
ones who were shown a bot that self-disclosed ini-

Marker Mean SD Mean Ctrl
Word Overlap* 0.0352 0.0226
First Person Pronouns* 0.84 0.57
Avg. Noun Mentions* 2.00 1.49
Avg. Adjective Mentions 0.55 0.47
Avg. User Utt. Length 4.428 3.983

Table 2: Various effects of conversation with a
dialog system that self-discloses right off-the-bat
and with a control dialog system that only self-
discloses later. * indicates p<0.05 after Bonfer-
roni correction.

Group No Machine SD With Machine SD

Rated 10.5% 24.3%
All 7.4% 21.6%

Table 3: % of turns with Human Self-Disclosure
following Machine Self-Disclosure/Non-
Disclosure.

tially and a bot which only self-disclosed later (Ta-
ble 2.).

Within the data which consists of only rated
conversations, we observe how many turns where
the machine self-disclosed were also met with hu-
man self-disclosure (“Rated” in Table. 3). We then
tag all user utterances 7 with our SVM classifier as
either being instances of self-disclosure or not be-
ing instances of self disclosure (“All” in Table. 3).
We find that 10.6% of all user utterances contain
self disclosure, and 21.6% of machine utterances
that contained self-disclosure were followed by
a human utterance that contained self-disclosure,
compared to the 7.4% of cases where a user self-
disclosed without the machine self-disclosing (p <
0.05). These results are shown in Table. 3.

Next, we observe the utterance after initial self-
disclosure for a group where the socialbot self-
discloses compared to the equivalent dialog turn
for a group where the bot doesn’t self-disclose, to
analyze if self-disclosure has immediate effects.
These results are shown in Table. 4. We ob-
serve that when the bot self-discloses, the user
self-discloses in response in 56.5% of all cases.
However if the bot does not self-disclose and asks
the same question, the user self discloses only in
35.5% of all cases (p < 0.0001). Our findings sug-
gest that it is possible user behavior is affected by

7from 811 conversations of length greater than three turns.
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Group No Machine SD With Machine SD

Rated 44.4% 62.6%
All 35.5% 56.5%

Table 4: % of turns with Human Self-Disclosure
in turns immediately following equivalent initial
self-disclosing/non-disclosing turn of machine.

the self-disclosing behavior of our dialog agent,
and that such an effect can be seen immediately.

4.2 Initial Self-Disclosure and User behavior
We next examine conversation-wide characteris-
tics and self-disclosure patterns of users based on
their initial self-disclosing behavior.

Are Conversations With Initial Self-Disclosure
Longer? We analyze whether whether initial
occurrences of user self-disclosure lead to
users prolonging the conversation by examining
average conversational length for two groups
of users : those who decided to self-disclose
at the very beginning of the conversation it-
self and those who didn’t. We find that users
who self-disclose initially tend to have signif-
icantly longer conversation than users who do
not (p<0.05), with an average conversational
length of 37.19 turns compared to an average of
32.4 turns for users who chose not to self-disclose.

Does not self-disclosing initially imply reduced
self-disclosure throughout the conversation? We
next examine the hypothesis that users who do
not self-disclose initially tend to self-disclose
less throughout. This is based on the notion of
openness and guardedness in personality (Stokes,
1987; Sermat and Smyth, 1973) indicating that
some individuals are more likely to self-disclose
than others. For this study, we do not consider in-
teractions involving the word game as it prolongs
the conversation without giving opportunities for
self-disclosure. We examine to what extent do
individuals who refuse to self-disclose initially,
self-disclose later in the conversation compared to
users who self-disclose from the beginning of the
conversation itself. We find that on average, users
who do not choose to self-disclose initially are
significantly less likely to self-disclose (p<0.05)
even later on in the conversation, only revealing
information in 9% of their turns as compared to
the 24.6% of turns of other users.

Do users who choose not to self-disclose initially
exhibit less interest in following machine inter-
ests? To analyze openness to conversation, we
invite users to play a long-winded word game
with the dialog system. We analyze how much
self-disclosure correlates with willingness to play
the game and length of game playing. We find
that on average users who self-disclose initially
are also significantly more open to game-playing
than those who don’t (p<0.05), playing on aver-
age 4.75 turns of the game compared to an aver-
age gameplay of 3.16 turns by other users. They
are also significantly more likely to attempt to play
the game (p<0.05), with 34.7% of self-disclosing
users attempting to play the game and only 25.1%
of non-disclosing users attempting to do so.

4.3 Does Self-Disclosure Increase Likability

Motivated by Cozby (1972), we attempt to ana-
lyze whether self-disclosure increases likability in
human-machine interaction. We utilize the user
ratings based on the question ‘Would you talk to
this socialbot again’ as a proxy for likability of
the dialog agent, and examine whether conver-
sations where the user self-disclosed often were
given higher ratings than ones where they didn’t.
We find that there is negligible correlation in gen-
eral between user ratings and the amount of self-
disclosure (pearson’s r = 0.01). We then exam-
ine the differences in user ratings between the top
20% and bottom 20% of self-disclosing conversa-
tions, once more excluding interactions with the
game. We observe that while more self-disclosing
conversations get higher ratings in general, the re-
sults are not statistically significant (average rat-
ing of conversations with higher self-disclosure
is 3.14 compared to 3.13 for conversations with
lesser self-disclosure). Lastly, we analyze the ef-
fect of reciprocity and self-disclosure, by analyz-
ing the ratings of users who self-disclosed in re-
sponse to bot disclosure but find no significant dif-
ference in the ratings of such users (3.34 to 3.27).
Thus we are unable to find any conclusive linear
relationship between self-disclosure and likability.

5 Discussion and Related Work

There has been significant prior interest in com-
putationally analyzing various forms of self-
disclosure online (Yang et al., 2017; Wang et al.,
2016; Stutzman et al., 2012; Yin et al., 2016;
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Bak et al., 2014; De Choudhury and De, 2014).
Bickmore et al. (2009) study the effect of ma-
chine ‘backstories’ in dialog, and find that users
rate their interactions to be more enjoyable when
the dialog system has a backstory. Zhao et al.
(2016) identify self-disclosure in peer tutoring be-
tween humans. Han et al. (2015); Meguro et al.
(2010) identify self-disclosure as a user intention
in a natural language understanding system. Oscar
J. Romero (2017) use self-disclosure as one strat-
egy amongst others to build a socially-aware con-
versational agent. Higashinaka et al. (2008) study
if users self-disclose on topics they like rather than
ones they don’t, with a focus on text-based chat
rather than spoken dialog. Similarly, Lee and Choi
(2017) study the relation between self-disclosure
and liking for a movie recommendation system,
using a Wizard-of-Oz approach instead of con-
structing a dialog agent. Perhaps closest to our
work is the work of Moon (2000), which studies
the phenomena of reciprocity in human-machine
self-disclosure. However, this phenomena is not
studied for dialog, and similar to previous work,
relies on a text-based series of interview questions.

In this work, we are interested in realizing self-
disclosure in a real-time, large-scale spoken di-
alogue system. We depart from previous work
in three main ways. First, we have the opportu-
nity of deploying a dialog agent in the wild, and
studying hundreds of interactions with real users
in US households. Second, we study reciprocity
of self-disclosure in human-machine dialog, and
find markers of reciprocity even in conversations
with a dialog agent. Third, we characterize users
by their initial self-disclosing behavior and study
conversation-level behavioral differences. We be-
lieve this work to be a step towards better under-
standing the effect of dialog agents deployed in
the real-world employing self-disclosure as a so-
cial strategy, as well as better understanding the
implications of self-disclosing user behavior with
dialog agents.

We acknowledge limitations of our current ap-
proach. In this work, our definition of self-
disclosure is binary. A more nuanced version
that considers both magnitude and valence of self-
disclosure would open up several further research
directions, such as analyzing reciprocity matching
in depth of disclosure and analyzing user behav-
ior based on the valence of disclosure. It would
also be interesting to analyze how agent behavior

can significantly influence non-disclosing users, as
our results find that users who do not initially self-
disclose continue to self-disclose at reduced lev-
els throughout the conversation. Another imme-
diate research direction would be to study the ef-
fect of other social conversational strategies such
as praise (Fogg and Nass, 1997; Zhao et al., 2016)
at a large scale in spoken-dialog systems. In the
future, one could imagine dialog agents that rea-
son over both social strategies and their magni-
tude, conditioned on user behavior, in service of
their conversational goals.

6 Conclusion

In this work, we empirically study the effect of
self-disclosure in a large-scale experiment involv-
ing real-world users of Amazon Alexa. We find
that indicators of reciprocity occur even in conver-
sations with dialog systems, and that user behavior
can be characterized by self-disclosure patterns in
the initial stages of the conversation. We hope that
these findings inspire more user-centric research in
dialog systems, with an emphasis on dialog agents
that attempt to build a relationship and maintain
rapport with the user when eliciting information.
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