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ABSTRACT

This paper describes a method for determining the vocal tract spec-
trum from articulatory movements using a Gaussian Mixture Model
(GMM) to synthesize speech with articulatory information. The
GMM on joint probability density of articulatory parameters and
acoustic spectral parameters is trained using a parallel acoustic-
articulatory speech database. We evaluate the performance of the
GMM-based mapping by a spectral distortion measure. Exper-
imental results demonstrate that the distortion can be reduced by
using not only the articulatory parameters of the vocal tract but also
power and voicing information as input features. Moreover, in or-
der to determine the best mapping, we apply maximum likelihood
estimation (MLE) to the GMM-based mapping method. Experi-
mental results show that MLE using both static and dynamic fea-
tures can improve the mapping accuracy compared with the con-
ventional GMM-based mapping.

1. INTRODUCTION

Current methods of unit selection [1] and concatenative synthe-
sis [2] have dramatically improved the naturalness of synthetic
speech. These approaches make it possible to use Text-to-Speech
(TTS) more widely [3]; however, they are not appropriate for flex-
ibly synthesizing various voices. In principle, only speech seg-
ments included in the corpus can be used for synthesizing speech.
Therefore, in order to synthesize various types of speech (e.g. speech
of multiple speakers, emotional speech and other speaking styles),
representative speech samples need to be recorded in advance.
Thus, large-sized speech corpora are needed to synthesize speech
with sufficient naturalness.

Many attempts at synthesizing speech based on speech pro-
duction mechanisms ignored in concatenative synthesis have been
studied for several decades. The speech signal is generated from
articulatory parameters by a mathematical production model. Speech
is characterized not by the properties of the speech acoustics but
by the properties of the vocal apparatus in this framework. Slowly
varying articulatory parameters are better candidates for speech
coding [4]. Moreover, the speech signal can be modified in an un-
derstandable way by manipulating articulatory parameters rather
than acoustic parameters such as the vocal tract spectrum. Artic-
ulatory modeling having these advantages is also applied to TTS
[5]. However, synthetic speech quality is generally degraded since
the speech production mechanism is too complex to be mathemat-
ically modeled without some approximations.

Some corpus-based approaches for estimating the vocal tract
spectrum from articulatory parameters have recently been stud-
ied. Instead of mathematically representing the production mech-

anism, correspondence of a configuration of articulatory param-
eters to the vocal tract spectrum is statistically extracted from a
parallel acoustic-articulatory speech database. One of such meth-
ods is to use an acoustic-articulatory codebook. Shiga and King
[6] proposed a method for statistically estimating the vocal tract
spectrum from harmonic spectra in multiple frames having similar
articulatory configurations. Kaburagi and Honda [7] reported that
the estimation accuracy of the spectrum can be improved by using
phonetic information as well as articulatory information. Hiroya
and Honda [8][9][10] extended the codebook approach to statis-
tically modeling a space of articulatory and acoustic parameters
with HMMs, which is called a speech production model. In this
model, the acoustic-articulatory correspondence is represented as
a linear mapping in each state of the diphone HMMs.

We also focus on speech synthesis from articulatory parame-
ters to discover a more flexible framework than that of concate-
native speech synthesis. An approach in which phonetic informa-
tion is not always needed has many advantages, e.g. to enable
speech modification that is independent of languages. Therefore,
we address the problem of spectral determination from articula-
tory parameters without phonetic information. Articulatory pa-
rameters are converted into the acoustic spectrum using a map-
ping algorithm with a Gaussian Mixture Model (GMM) proposed
by Stylianou [11], which is often used for voice conversion. We
investigate the effectiveness of using some features on source in-
formation and taking into account the correlation between frames
for the spectral determination. The MOCHA database [12] is used
as acoustic-articulatory data in this paper.

The paper is organized as follows. In Section 2, we intro-
duce the MOCHA database. In Section 3, the GMM-based map-
ping method and evaluations of its performance using some input
features are described. In Section 4, we apply maximum like-
lihood spectral estimation using dynamic features to the GMM-
based mapping. In Section 5, speech synthesis with the estimated
spectral sequence is described. Finally, we summarize this paper
in Section 6.

2. ACOUSTIC-ARTICULATORY SPEECH DATABASE:
MOCHA

The Multichannel Articulatory database (MOCHA) [12] is avail-
able from the Centre for Speech Technology Research, University
of Edinburgh. The MOCHA database consists of speech and some
articulatory movements simultaneously recorded at Queen Mar-
garet University College.

Acoustic-articulatory data of two speakers is used. One is
female (fsew0), and the other is male (msak0). The 460 British



TIMIT sentences are uttered by each speaker. Speech data is recorded
at 16 kHz sampling.

We use electromagnetic articulograph (EMA) data, one of rep-
resentations of articulatory data provided in MOCHA, as an articu-
latory parameter. The movement of seven articulators (top lip, bot-
tom lip, bottom incisor, tongue tip, tongue body, tongue dorsum,
and velum) and two reference points (the bridge of the nose and
the upper incisor) are sampled in the midsagittal plane at 500 Hz.
Each articulatory location is shown by x- and y-coordinates. We
performed a normalization process described in [13] for reduc-
ing the effect of noise resulting from measurement error. The
14-dimensional articulatory feature vector converted to Z-score is
used in this paper.

3. GMM-BASED MAPPING FROM ARTICULATORY
MOVEMENTS TO VOCAL TRACT SPECTRUM

3.1. GMM-based mapping

In the GMM-based mapping algorithm [11], a mapping function
from an articulatory feature vector ��� to a spectral feature vector� � in frame � is defined as�� ��� �	 
 �������� 
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 ������� (1)� � � � � � ��� � 
 ����� ���! #"%$
'&)(  #"%*+$
,(  #*-*+$
 . � � � �0/ �1 #*+$
 ��� (2)

����� 
 � �2� ����� � 3 
�4 � �2��5 �  #*+$
 � (  #*-*+$
 �6 �7 ��� 3 7 4 � � � 5 �  #*+$7 � (  #*-*+$7 � � (3)

where
�� � denotes an estimated spectral feature vector. 3 
 denotes

a weight of the 8 -th mixture, and 9 denotes the total number of
mixtures. �: #*+$
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 denote the mean vector of the 8 -th mixture
for � and � , respectively.
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. � denotes a set of model

parameters, i.e. weights, mean vectors and covariance matrices.
Kain [14] proposed joint density estimation as a robust method

for estimating model parameters compared with a least squares
estimation especially in cases of small amounts of training data. In
this method, the following GMM on a joint vector < �>= �@? � � ?AB?
is trained with the EM algorithm.
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It is noted that the covariance matrices are full because we perform
a mapping between the different features, i.e. from the articulatory
parameter to the spectral parameter.

3.2. Evaluation of mapping accuracy

In order to measure the accuracy of the GMM-based articulatory-
acoustic mapping, we perform experimental evaluations using a
spectral distortion

3.2.1. Features

We use mel-cepstrum as a feature for representing the vocal tract
spectrum. A spectrum is calculated with STRAIGHT analysis
[15], a high-quality method based on pitch-adaptive analysis with
an interpolation in the time-frequency region, and is then con-
verted to 25-dimensional minimum phase mel-cepstrum. The 1-
st through 24-th mel-cepstral coefficients are used as the spectral
features. The shift length is 5 ms.

The 14-dimensional EMA data (downsampled to match the
5 ms shift rate) is used as an articulatory feature. Since the EMA
data captures only vocal tract characteristics, it cannot capture source
characteristics that also affect the acoustic spectrum. Therefore,
we use some features on source information as well as the EMA
data. As a feature for voicing information, we use an unvoiced/voiced
decision binary feature, “UV”, or a log-scaled I2J , “ I�J ”, which
also includes U/V information. I J is automatically extracted with
fixed-point analysis [16] in STRAIGHT. As a power information
feature, we use the 0-th mel-cepstral coefficient showing a power
of a log-scaled amplitude spectrum, “CPow”, or a log-scaled power
of a linear amplitude spectrum, “Pow”.

3.2.2. Experimental conditions

The acoustic-articulatory data of the two speakers described in
Section 2 was used. For each speaker, we used 414 sentences
for training parameters of the mapping function and 46 sentences
not included in the training data for evaluation. Silence frames
were removed using phonetic segmentation information included
in MOCHA. The number of frames in the training data was 223,480
for the female speaker (fsew0) and 188,988 for the male speaker
(msak0). The mel-cepstral distortion between the target and the
estimated mel-cepstra given by the following equation was used
as the evaluation measure,

Mel-CD � K%LNMOQPRK%LTS U 6WV�XY ���[Z �]\  � $Y / �]\  #^�$YW_ V � (6)

where �]\  � $Y and ��\  #^�$Y denote the ` -th coefficient of the target
and the estimated mel-cepstra, respectively. Evaluations were per-
formed for some combinations of input features. In each case, the
number of mixtures was varied from 1 to 256.

3.2.3. Experimental results

Mel-cepstral distortion as a function of the number of mixtures is
shown in Fig. 1. The distortion decreases as the number of mix-
tures increases although using too many mixtures causes degrada-
tion of the performance due to over-training.

Average and standard deviation of mel-cepstral distortions when
using the optimum number of mixtures in each combination of in-
put features are shown in Table 1. Results for the combination of
features, “EMA+UV+Pow”, which is not shown in Fig. 1, are also
shown in this table. As for voicing information, the log-scaled I J
can slightly reduce the distortion compared with the simple U/V
parameters. For power information, the log-scaled power of the
linear spectrum is more effective than the power of the log-scaled
spectrum. It can be seen that the mapping accuracy can be dramat-
ically improved by using not only the articulatory EMA data but
also the log-scaled power of linear spectrum, and further improve-
ment can be achieved by also using the log-scaled IJ .

The mel-cepstral distortion calculated in each phonetic cate-
gory for the female speaker is shown in Fig. 2. Using power infor-
mation causes a decrease of distortion in all phonetic categories.
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Fig. 1. Mel-cepstral distortion as a function of the number of mix-
tures. The upper figure shows the result for the female speaker,
and the lower figure shows the result for the male speaker.

The mapping accuracy in some phonetic categories consisting of
voiced and unvoiced consonants can be improved by further us-
ing voicing information. It is observed that the mapping to spec-
trum for fricatives and affricates is more difficult than for other
phonemes. We can also see a tendency that the mapping accuracy
of longer vowels is better than that of shorter vowels. These results
are also observed for the male speaker.

The mel-cepstral distortion for the female speaker is obviously
worse than for the male speaker. In general, it is harder to estimate
the acoustic spectrum of speech uttered by a high fundamental fre-
quency compared with a low fundamental frequency because spec-
tral information in frequency bands between I J harmonics disap-
pears. Therefore, variance of the acoustic spectrum regarded as
noise increases as I J rises. Fig. 3 shows frequency distributions
of the mel-cepstral distortion in voiced and unvoiced frames. The
average I J is 206 Hz in the female voice and 115 Hz in the male
voice, respectively. In the voiced frames, the distribution for the
male speaker is obviously shifted to the lower distortion compared
with that for the female speaker. Whereas, such a shift of the
distribution is not observed in the unvoiced frames although the
spread of the distribution for the male speaker is smaller than for
the female speaker. These results show that the influence of I J on
spectral estimation is one of factors causing the difference of the
mapping accuracy between two speakers.

Table 1. Average and standard deviation of mel-cepstral distortion
[dB] in each combination of input features. The number in each
bracket shows the optimum number of mixtures

Female Male
EMA 5.93 � 2.45 (32) 5.59 � 2.23 (64)
EMA+UV 5.55 � 2.17 (128) 5.21 � 1.94 (128)
EMA+ I J 5.48 � 2.18 (64) 5.15 � 2.00 (64)
EMA+CPow 5.44 � 2.43 (64) 5.12 � 2.10 (128)
EMA+Pow 5.08 � 1.94 (64) 4.74 � 1.77 (64)
EMA+UV+Pow 5.01 � 1.89 (64) 4.62 � 1.62 (128)
EMA+ I�J +Pow 4.96 � 1.86 (64) 4.59 � 1.61 (64)
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Fig. 2. Mel-cepstral distortion in each phonetic category for the
female speaker. “V” denotes voiced phonemes, and “UV” denotes
unvoiced phonemes. The number in each bracket denotes the num-
ber of frames for each phonetic category.

4. MAXIMUM LIKELIHOOD SPECTRAL ESTIMATION
USING DYNAMIC FEATURES

In the mapping function in Eq. (1), the estimated spectrum is de-
fined as the weighted sum of the product of each of the conditional
mean vectors in individual mixtures and the conditional probabil-
ities that the input feature vector belongs to each one of the mix-
tures. This function is not supported by a proper statistical model.
To perform the mapping based on a statistical model, we apply
maximum likelihood estimation (MLE) to the GMM-based map-
ping algorithm. MLE has also been applied to the HMM-based
speech production model [8][9][10]. In this production model,
a HMM state sequence is determined by the Viterbi algorithm.
Meanwhile, we use the EM algorithm described in [18] for maxi-
mizing a likelihood in this paper.

4.1. Spectral estimation based on maximum likelihood crite-
rion

The conditional probability of the target feature vector � � for the
given input feature vector � � is written as

��� � � � �2� ����� � �	 
 �� ����� 
 � �2� ���]� ��� � � � ��� � � 
 �D����� (7)
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Fig. 3. Frequency distributions of mel-cepstral distortion in voiced
and unvoiced frames. Input features are EMA+ I J +Pow. The num-
ber in each bracket denotes the number of frames for each phonetic
category.

where � � � 8 � is equal to � � � � � � ��� � 
 ����� in Eq. (2) and � � 8 � is
defined as
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Let � � � � � ? � � V ? ������� � ����?�� ? be a time sequence of the

input feature vector and 	 � � � � ? � � V ? ������� � � � ?
� ? be that of
the target feature vector. In order to maximize a likelihood func-
tion ��� 	 � � ����� , we maximize an auxiliary function of a current
feature vector sequence 	 and a new feature vector sequence

�	
defined by� � 	 � �	 � � 	
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where the constant

�
is independent of

�	 .
�	 that maximizes� � 	 � �	 � is given by�	 � Z � . � _ . � � . � � G (17)

The target vector sequence given by the conventional mapping
function is used as the initial vector sequence 	 .

�	 is calculated
by the above equations, and then

�	 is substituted for 	 . This
procedure is iteratively performed until a convergence condition is
satisfied.

There is little difference between the acoustic spectrum esti-
mated with diagonal covariance matrices and that with full covari-
ance matrices in our preliminary experiments. Therefore, we use
only diagonal elements of � � 8 � .
4.2. Introducing dynamic features

Some discontinuities are often shown in a sequence of the esti-
mated target feature because the correlation between frames is not
considered in the conventional GMM-based mapping [17]. To ad-
dress this problem, we introduce dynamic features for modeling
and estimating processes. Specifically, we use the parameter gen-
eration algorithm described in [18]. This method has also been
applied to the HMM-based speech production model [9][10].

Not only static but also dynamic features are used as the input
and target feature vectors, which are given by��! � �>= � ?� ��" � ?� A ? � � ! �2�>= � ?� ��" � ?� A ? G (18)

To estimate a model parameter set � ! for these feature vectors, the
GMM on the joint vector <$# � = � ! ? � � # ? A ? is trained with EM
algorithm.

We can represent the relationship between a sequence of the
static feature and a sequence of the static and dynamic features as
a linear conversion,	%! � & 	� � � ! � ? � � ! V ? ������� � � ! � ? � ? � (19)

where & is a transformation matrix described in [18]. The target
static feature sequence is estimated by maximizing an auxiliary
function defined as� � 	 ! � �	 ! � � 	

all � �0� 	 ! � � � � ! ��� ! � O��� ��� �	 ! � � � � ! ��� ! �
� ��� 	 ! � � ! ��� ! �'� / KU �	 ? & ? � ! . � & �	& �	 ? & ? � ! . � � ! & � !)( � (20)

where � ! . � and � ! . � � ! are comprised of static and dynamic
parts and are calculated in a similar way as was described in the
previous sub-section using the following � !� � 8 � ,

� !� � 8 � � ����� 
�� � ! � ��� ! � 4 � � ! � 5 � ! � � 8 ��� � ! � 8 ���6 �7 ��� �0��� 7 � � ! � ��� ! � 4 � � ! � 5 � ! � � � ��� � ! � � ��� G (21)

The sequence of the estimated target static feature,
�	 , that maxi-

mizes
� � 	 ! � �	 ! � is given by�	 � Z & ? � ! . � & _ . � & ? � ! . � � ! G (22)

The iteration process as mentioned above is performed until a con-
vergence condition is satisfied. In this case, we also use only diag-
onal elements of � ! � 8 � .
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Fig. 4. Mel-cepstral distortion as a function of the number of mix-
tures in each of the estimation methods. The mel-cepstral distor-
tion shows the average of the distortions for the female speaker
and for the male speaker.

4.3. Experimental evaluation of spectral estimation method

We investigate the effectiveness of applying MLE and introducing
dynamic features to the GMM-based mapping.

Experimental conditions were the same as those in the previ-
ous section. The EMA data, the log-scaled I J and the log-scaled
power of a linear spectrum were used as the input features.

Figure 4 shows mel-cepstral distortion as a function of the
number of mixtures in each of estimation methods. MLE with
only static features is worse than the conventional mapping func-
tion. There is a tendency that the MLE causes more discontinuities
than the conventional mapping. In the conventional mapping, the
discontinuities are alleviated by an interpolation between condi-
tional mean vectors using the conditional probability. This inter-
polation also causes the decrease of mel-cepstral distortion. The
problem of the MLE can be solved by introducing dynamic fea-
tures. Consequently, the smallest average and standard deviation
of the mel-cepstral distortion (female: 4.69 � 1.67 dB, 128 mix.,
male: 4.29 � 1.41 dB, 128 mix.) is achieved by MLE with the dy-
namic features. Using dynamic features causes an increase in the
optimum number of mixtures because a large number of mixtures
is needed for modeling a joint space on both static and dynamic
features.

The differences between mel-cepstral distortion in the ML-
based mappings and that of the conventional mapping calculated
for individual phonemes are shown in Fig. 5. MLE using only
static features causes the deterioration of mel-cepstral distortion in
all phonemes. By introducing dynamic features, however, the mel-
cepstral distortions in many phonemes can be improved. Larger
improvement is achieved in the shorter vowels compared with longer
vowels. As described in the previous experimental result shown in
Fig. 2, the mapping performance in the shorter vowels is worse
than that in the longer vowels when the mapping is performed with
the conventional function taking account into only static features.
The mel-cepstra in the shorter vowels have more various transi-
tions than in the longer vowels. Therefore, the dynamic features
capturing the transition of mel-cepstra are especially useful for im-
proving the mapping accuracy in the short vowel.
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5. SYNTHESIZING SPEECH WITH ESTIMATED VOCAL
TRACT SPECTRUM

Speech synthesis with the vocal tract spectral sequence estimated
from articulatory configurations is performed as follows: 1) con-
verting the estimated mel-cepstra into linear spectra, 2) controlling
a power of each spectrum, and 3) synthesizing the speech signal
from the spectra and I�J using STRAIGHT synthesis [15], where
source excitation is constructed by pulse and noise with phase ma-
nipulation.

5.1. Preliminary perceptual evaluation

We have performed preliminary evaluations of synthetic speech
quality to demonstrate 1) the effectiveness of using features of
source information and 2) the effectiveness of performing MLE
with dynamic features. The number of listeners was three. Train-
ing data was the same as that used in the previous experiments.
Ten sentences not included in the training data were used for eval-
uations. An I�J and a power of a linear spectrum automatically
extracted from natural speech were used for synthesizing speech.

Two preference tests were conducted. In one test, we com-
pared synthetic voices using only the EMA (“EMA”), the EMA
and the log-scaled power of a linear spectrum (“EMA+Pow”), and
the EMA, the power and the log-scaled IJ (“EMA+ I�J +Pow”).
The number of mixtures was set to 32 in “EMA” and 64 in both
“EMA+Pow” and “EMA+ I J +Pow”, respectively. In the other
test, we compared synthetic voices with the conventional mapping
function (“Conv”), MLE (“MLE”), and MLE using dynamic fea-
tures (“MLE with dyn”). The number of mixtures was set to 64
in both “Conv” and “MLE” and 128 in “MLE with dyn”. In each
test, 120 stimulus pairs were evaluated by each listener.

Results are shown in Table 2. We can see the similar ten-
dency as was shown in the previous objective evaluations: syn-
thetic speech quality is improved by using features of source in-
formation and applying MLE with dynamic features.



Table 2. Preference score [%]. The upper table shows the result
of comparison between input features. The lower table shows the
result of comparison between mapping methods. Confidence in-
tervals (95%) are also shown in the total results. The preference
score shows the ratio of the number of samples selected as having
better quality to the number of samples presented to listeners

Feature Total Female Male

EMA 14.0 � 18.8 � 24.3 11.7 25.8
EMA+Pow 56.5 � 62.9 � 69.0 66.7 59.2
EMA+ I J +Pow 62.0 � 68.3 � 74.2 71.7 65.0

Method Total Female Male

Conv 38.2 � 44.6 � 51.1 40.0 49.2
MLE 39.4 � 45.8 � 52.4 49.2 42.5
MLE with dyn 53.1 � 59.6 � 65.8 60.8 58.3

6. CONCLUSION

In order to realize speech synthesis using articulatory information,
a mapping from articulatory parameters to the vocal tract spec-
trum was performed using a Gaussian Mixture Model (GMM).
The MOCHA acoustic-articulatory speech database was used for
training the GMM on a joint space of articulatory and spectral fea-
ture vectors. From results of experimental evaluations based on
a spectral distortion measure, it was shown that using both artic-
ulatory features of the vocal tract and acoustic features capturing
characteristics of the source make it possible to improve the map-
ping accuracy of the acoustic spectrum. In order to achieve a more
appropriate mapping, we applied maximum likelihood estimation
(MLE) using dynamic features to the GMM-based mapping. We
also performed experimental evaluations based on the distortion
measure to demonstrate the effectiveness of using MLE. As a re-
sult, it was shown that the distortion could be reduced by consid-
ering dynamic features. These improvements could be also seen in
the results of preliminary perceptual tests.

We will perform further perceptual evaluations. Synthetic speech
with the estimated spectral sequence has vocoder-like speech qual-
ity. It is worthwhile to introduce a residual excitation in the speech
synthesis phase to improve the quality of synthetic speech. More-
over, we need to construct a framework for modifying speech by
manipulating articulatory parameters to achieve high-quality and
flexible speech synthesis.
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